Part I: Step-by-step instruction on how to generate the face factors used in Peng, Teoh, Wang and Yan (Journal of Accounting Research, 2022)

· Step1: We download analyst profile pictures from LinkedIn.com. 
· Step2: We standardize the profile pictures by fixing the face width to 200 px. 
· Step3: We apply the automated facial point annotation tool (IBUG) to delineate 68 fiducial landmark points, and obtain 68 corresponding 2-D coordinates for each photo. 
· Step4: Based on Table 1 of Vernon et al. (2014), we use the coordinates of the 68 fiducial landmark points to construct 65 physical features. Online Appendix Table 1 gives the mapping from landmark points to physical attributes. 
· Step5: We apply the neural network model of Vernon et al. [2014] and extract the raw face factor scores as linear combinations of facial attributes. 

Technical notes:
· The trained facial landmark localization IBUG model can be obtained from http://dlib.net/files/shape_predictor_68_face_landmarks.dat.bz2 (Sagonas et al., 2016) 
· Python 3.5 is used to perform the image analysis (https://www.python.org/)
· Required Python (Version 3.5) packages include: dlib, matplotlib, skimage, numpy, PIL, scipy, pandas, math
· fWHR calculated as distance between the two zygions (point 1 and 17) relative to the distance between the upper lip (average of point 51 and 53) and the highest point of the eyelid (average of point 38, 39, 44 and 45) following He et al., (2019). Scaled to [0,1] within gender. 
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Figure: illustration of 68 localized bounding box and fiducial points  
Source: https://ibug.doc.ic.ac.uk/media/uploads/images/300-w/figure_4_n_2.png 
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